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ABSTRACT

In this paper a novel, very efficient, tem porarily stable, self-normalizing, unsupervised adaplive learning algﬁ»—--
rithm for on-line (real-time) scparation of statistically independent unknown source signals {rom a linear mu
ture of them is proposed. In coatrast (o the known algorithms the new algorithm allows to separate {or extract).
extremely badly scaled signals (i.c. some or even all of the source and/or sensor signals can be very weak),
Morcover, the mixing matrix can be very ill-conditioned (i.c. all sensors can be almost identical of they can have
almost identical transmission channc) paraméters). The new algorithm can be considered as an cssential im-
provement, a2 modification and/or extension of the well-known Herault-Jutien algorithm and/or as a generali-:
zation of nonlincar PCA (principal componcat analysis) adaptive algorithms,

I. INTRODUCTION

Biind scparation of sources has a wide range of applications in signal proccssing, scnsors, measuremenls, .
medical science, biology and physics {9} - [15]. The first ncural networks for on-fine blind separation of a lincar *
superposition of sources has been developed by Herault and Jutten [1] - {3]. Further works on off-linc blind ©
separation ol indcpendent sources arc based on cumulants (higher order moments) (6] - [10]. The above -
developmeats have been lLimited principally to signals that arc lincarly mixed. An cxicosion to morc complex:
cases (c.g. convolutive mixing with causal FIR filters and nonlincar mixing of sigoals) has been proposed more
recently [10} - [15]. Moregver, scveral VLSI implementations of such algorithms have been developed [4], (3}
A number of uscful algorithms for blind separation of independent sources have been already developed but
most of them are either relatively complex and much computation is involved which prohibuts the use of them
for on-line (real-iime) separation [6] - [10} and/or their performance seeins to be ratber Iimited |1), {2}; espe-
cially, they may behave rather poor if the signal-to-noise ratio is small and/or the source signals are badly
scaled and/or the mixng matrices are ill-conditioned (near singular). Morcover, a serious problem often arises
to ensure the systern stability.

The main purpose of this paper is to presenl a new high-performance, on-line adaptive learning algorithm
which avoids or at least alleviates the above mentioned drawbacks. The high perlormance of the proposed algo-
rithm is illustrated and confirmed by exienstve computer simutalion experiments.

1. PROBLEM FORMULATION

The problem of blind separation of sources 1s formulated as follows. For a given set of time variable sensof
signals x, (1} described by

1,(!)=éa‘-;51(r}‘ (i=1,2,...,n) (1a)

or in matrix form by (cf. Fig. 1)

x(i)=As(t), (1b)
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(where A = [a,}€ R**" is an unknown nonsingular mixing matrx, (£} = |x, ()} x5,(), ..., x, ()" isa
vector of measurcd (observed) sensor signals and s{t) = {5, (r).5,(e), ... 5.(1)])7 is an unknown vector of
mutually independent signals (primary sources)) it is necessary lo find or esimale a new output vector
y(1) = [y () y2 (). . ya{1)]" whichis proportional to the input vector 3 (). Such a problem has an in-
nerited indeterminacy [8], [9]. This indeterminacy is characterized by the magmiude scaling and the order n
which the estimated signals y, (1) are arranged with respect 1o the onginal sources 5, (). In many applications
this indeterminacy is fully acceptable, because the most relevant information of the source signals is contained
in the waveforms of the signals {e.g. speech, music) rather than in their magnitudes and orders in which they
are arranged. In fact, in a large number of cases, the signals reccived by an array of sensors (¢.g. microphones,
antennas, transducers, efc.) are sums {Hincar mixtures) of primary, original source sigoals. These sources are
usually time-variable and totally unknown as in the case of aerial processing of radar or sonar signals. Of
course, Lhe mixing process of input signals can be described by different mathematical models in different situa-
rions and different a priori informations about the signals arc available. In this paper we will focus on the gen-
eral problem, where 10 a priori information oz the sources themselves is available and only the seasor (mixed)
signals are observed or available. For simpticity of our further considerations we assume that all the signals are
sero-mean although this condition can be easily alleviated 1L [19].

{I. NEW RESULTS - SELF NORMALIZING ADAPTIVE LEARNING
ALGORITHM '

In our approach we have used a single layer, feed-forward neural network consisting of n neurons described
by

y (1) = Ew,jxi(r), (i=1,2,..., 1) (2a)
IAS] ’ : )
or in malrix form as-(cf. Fig. 1)
y () = Wx(1), ' (2b)
where W = {w, } € R""" is the matrix of the synaptic weights, x (t) = [x, (1}, x, (¢}, .. -, x, ()] is the vector

of the obscrved (measured) sensor signals and y (1) = {7 (1), 72 (1), -,y (1)]7 s the vector of the output
signals which after the Jearning phase (i.c. after the synaptic weights w,, achicve an equilibrium point) must be
mutually statistically independent under the assumption that the input sources are also independent. In order
to separate the input sources s,{¢) the nevral petwork must adapt on-line and without a supervisor (teacher)
which is a rather challenging and very difficult type of learning. In other words, the key problem is to develop or
derive a suitable unsupervised learning algorithm which allows the on-line adjustment (update) of the synaptic
weights w,, (). Unfortunately, the derivation of such an umsupervised adaptive learning algorithm is a rather
difficult, tedious and computationally complex task. Duc to limmit of space and clarity we omit here a detailed
derivation of the new algorithm which can take the basic form

dw ,.
;f(:) = m(OIN w () — L (O wg(Dabn)] 3)

(i,j=1,2,...;n) with w,#0

\’]vhcrc 14 (1) > 0 is the learning rate (typically exponentially decreasing to zero, ie. p4 (1) = Mo /17, Ho > 0,

FEY<ALA, o are positive scaling factors (typically A = 1 « UV i), w,, arc the synapiic weights, y, (1) are

the outputs of the ncurons described by (2a,b) and f,(.), &{y.) are nonlinear, odd and different activation

functions, pically f,(y,) =/ (3,) and & (3} =g(n) ¥ i, €8 f(y) =y* andg(y) = atanb(fy), o, >0
(iypically a = 3, § = 10) or f (y) = y*signy andg(y) = sign{y ), 0rg{y) =y
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The lcarning algorithm (3) can be written in a compact, generalized matrix form as

LLAOBOILS f (e Ly (01| } @) -

with anyfrzonsingula,r W (0) #0, where
A=diag{ A\, A, - ALY, |

T is-a symmetrical positive definitc matsix (typically A = I
iy O] = UL (D1, @) L (017,

'g’ly(f)l =g (D). &bl gy (OF .

The learning matrix p{f) is an n Xn matrix with all elements positive, modified according to the following focal
self-adaptation rule:

dw.’E

() = k(1) hy(1)* a1

where h, (1) and h, () asc impulse responses of suitable low-pass filters and the symbol * denotes the convo-
lution operator. The rule (5) enables us 1o automatically adjust the learning rate individually for cach synaptic
weight. ‘The main justification of using the nonlincar activation functions f (y) and g(y) is that they introduce
higher-order statistics into the computation similarly to the known Herault-Jutten ajgorithm [1], [2]. As can be
experimentally verified our algorithm is very robust and it can opcrate properly for a large class of nonlinear
odd functions, c.g. for those proposed by Herault and Jutten. In fact, using nonlincar odd activation functions
[(y) and g(y) is nothing new in our proposal. However, our proposal differs from known ncural network
models and associated learnirg algorithms io several respeels. First of all, in contrast to the basic Herauli-
Jutten model, which is recurrent, our acural network is fecdforward and it is always temporally stable indepen-
det of the initial conditions. Morcover, our neural setwork docs not require the computation of the inversion
or pseudo-inversion of matrices at every iteration step. Secondly, our learning algorithm cosurcs a sell-
normakization of the amplitude of the output signals (1o a value approximately equal to 1 for N=7=1and
L =yhgn)y=y Y i) lootber words, the algorithm has an inberent sclf-adaptive gain control mechan-
ism (duc to the adaptive synaptic weights w;,) which allows to scparatc the source signals with an extremely
wide range of amplitudes.

(5)

z(t)=As(t) / y(t)=F=(t)

s(t)o=—1 4

Fig. 1 Functiona} block diagram illustsating the implementation of the new learning algonthm
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it is interesting (o note that in the special case of linear activation functions, i.e. [ (y) =g{y)} =y the pro-
osed algonthm performs a kind of subspace PCA (principal component analysis) which provides only decorre-
jation of the output signals {16], [17]. However, in the general case, for which the activation functions f (y) and
g(y)are suitable nonlinear functions the algorithms (4) and (5) perform a so-called INdependent Component
Analysis (INCA). The INCA concept, first introduced in the open literature by Herault aod Jutten [2] 15 1n
@mADy CAses & much more powerful or meaningful decomposition o transform than the PCA transform, since
INCA provides mutual independence of the output signals, 1.c. full separability of the original source signals
shat form a mxture of input signals whereas (ke PCA ensures only decorrelation of the output signals but they
may be sull dependent, r.e. they are almost always some linear combination of the source signals [1], [2], {16},

17}
The peural network {separation network) of Fig. 1 may be scen as an adaptive system which receives the

sensor signals x (1) at the inputs and provides the separated (mutually independent}) signals y { ¢} at the output.
Note that since the algorthm {4), (5) is adaptive by nature, it can be used in situations where the mixiag
parameters 4, and/or the shape of the waveforms are slowly varying in time.

TV.EEXIWERJthP$TAJJFUESlHJTS

1n order 1o check the validity and performance of the proposcd ocural getwork and the associated adapuive
learning algorithm, it has been exicnsively simulated on 2 compuler for a large varicty of difficult scparalion
problems. Very good results have been obtained. Due to limited space we shall present in this paper only onc

Qustrative Example.

Example _
Relatively, large uniformly distributcd noisc 54(1) with amplitude 1 volt is additively mixed with the following
weak and very badly scaled signals:
5, (1) = 10 *sign]cos (1550}, |
5, (1) = 107 [sin(800¢ )] [sin (600)],
5,(¢) = 107 sin[(300¢) + 6 cos (600},
so{t) = 1077 sm90r.
The mixing matrix A was randomly chosen as

079 0.9 -022 012 ~.48 ]
~092 -090 027 -093 ~069
A =]-045 -091 100 -078 058
_088 099 019 010 029
| 084 -033 082 -026 -051

It was assumed that only the measured sensor signals are available. The lcarning rate p{¢) was chosen
p(t) = 200 = const for 0 $eS1,=025s (so-called “search” phase of learning) then exponcatially decrcasiog

to zero according 1o the relation p{r} = 200 exp[-6 ()] for (2 t,=025s (the ~converge” phase of the

learning). The scaling parameters in algosithm (3), (4) was chosen as . A=T (e A =1 o VW 1) and
the activation functions as f (3.} =y sign{¥i)s & {»)= 3taph(10y;), V i. Sucha ncural nerwork (cf. Fig. 1)
is able to extract (scparate) the source signals in a tume of a few bundred of milliscconds as iHustrated in Fig. 2-

Note that the output signals y, () (7 = 1 ,2,..., 3) arc antomatically normalized to approxmately the same

amplitude equal 1 volt. The Heraull-Jutten algorithm has failed to separate such weak and badly scaled source
signals,
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Fig. 2 Computer simulation results

V. CONCLUSIONS

A novel, cfficient and robust adaptive unsupervising lcarning algorithm has been developed for blind scpara-

ys (L) ~ 5‘5(1}.

tion of indcpendent unknown source signals. The proposed algorithm is on-line because it docs not necessarily
require storage of ioput data. It can casily be implemented in VLSI techoology using analog or digital tech-
niques. Moreover, the neural network is temporarily stable independcnt of the initial conditions. The algorithm
s cspecially suitable for biind separation of very badly scaled source or scasor signals and/or extremely ill-
conditioned mixing matrices. Morcover, it is characterized by relatively good convergence properties. Exicnsive
cormpuler simulation experiments have fully confirmed the validity and bigh performance of the proposed learn-
ing algorithm.
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